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Summary. Some further theorems concerning probability, among them the equivalent
definition of probability are discussed, followed by notions of independence of events and
conditional probability and basic theorems on them.
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The articles [10], [5], [12], [2], [11], [13], [6], [3], [4], [8], [7], [9], and [1] provide the notation and
terminology for this paper.

For simplicity, we use the following convention:O1 is a non empty set,m, n are natural numbers,
x, y are sets,r, r1, r2, r3 are real numbers,s1, s2 are sequences of real numbers,S1 is a σ-field of
subsets ofO1, A1, B1 are sequences of subsets ofS1, P, P1 are probabilities onS1, andA, B, C, A2,
A3, A4 are events ofS1.

One can prove the following three propositions:

(4)1 For all r, r1, r2, r3 such thatr 6= 0 andr1 6= 0 holds r3
r1

= r2
r iff r3 · r = r2 · r1.

(5) If s1 is convergent and for everyn holdss2(n) = r−s1(n), thens2 is convergent and lims2 =
r− lim s1.

(6) A∩O1 = A andA∩Ω(S1) = A.

The schemeSeqExProbdeals with a unary functorF yielding a set, and states that:
There exists a functionf such that domf = N and for everyn holds f (n) = F (n)

for all values of the parameter.
Let us considerO1, S1, A1, n. ThenA1(n) is an event ofS1.
Let us considerO1, S1, A1. The functor

⋂
A1 yields an event ofS1 and is defined as follows:

(Def. 1)
⋂

A1 = IntersectionA1.

We now state several propositions:

(9)2 There existsB1 such that for everyn holdsB1(n) = A1(n)∩B.

(10) If A1 is non-increasing and for everyn holdsB1(n) = A1(n)∩B, thenB1 is non-increasing.

(11) For every functionf from S1 into R holds( f ·A1)(n) = f (A1(n)).

(12) If for everyn holdsB1(n) = A1(n)∩B, then IntersectionA1∩B = IntersectionB1.

1 The propositions (1)–(3) have been removed.
2 The propositions (7) and (8) have been removed.
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(13) If for everyA holdsP(A) = P1(A), thenP = P1.

(14) For every sequenceA1 of subsets ofO1 holdsA1 is non-increasing iff for everyn holds
A1(n+1)⊆ A1(n).

(15) For every sequenceA1 of subsets ofO1 holdsA1 is non-decreasing iff for everyn holds
A1(n)⊆ A1(n+1).

(16) For all sequencesA1, B1 of subsets ofO1 such that for everyn holdsA1(n) = B1(n) holds
A1 = B1.

(17) For every sequenceA1 of subsets ofO1 holdsA1 is non-increasing iff ComplementA1 is
non-decreasing.

Let us considerO1, S1, A1. The functorA1
c yielding a sequence of subsets ofS1 is defined by:

(Def. 2) A1
c = ComplementA1.

Let F be a function. We say thatF is disjoint valued if and only if:

(Def. 3) If x 6= y, thenF(x) missesF(y).

Let us considerO1, S1, A1. Let us observe thatA1 is disjoint valued if and only if:

(Def. 4) For allm, n such thatm 6= n holdsA1(m) missesA1(n).

One can prove the following propositions:

(20)3 Let P be a function fromS1 into R. ThenP is a probability onS1 if and only if the
following conditions are satisfied:

(i) for everyA holds 0≤ P(A),

(ii) P(O1) = 1,

(iii) for all A, B such thatA missesB holdsP(A∪B) = P(A)+P(B), and

(iv) for everyA1 such thatA1 is non-decreasing holdsP ·A1 is convergent and lim(P ·A1) =
P(

⋃
A1).

(21) P(A∪B∪C) = ((P(A)+P(B)+P(C))−(P(A∩B)+P(B∩C)+P(A∩C)))+P(A∩B∩C).

(22) P(A\A∩B) = P(A)−P(A∩B).

(23) P(A∩B)≤ P(B) andP(A∩B)≤ P(A).

(24) If C = Bc, thenP(A) = P(A∩B)+P(A∩C).

(25) (P(A)+P(B))−1≤ P(A∩B).

(26) P(A) = 1−P(Ω(S1) \A).

(27) P(A) < 1 iff 0 < P(Ω(S1) \A).

(28) P(Ω(S1) \A) < 1 iff 0 < P(A).

Let us considerO1, S1, P, A, B. We say thatA andB are independent w.r.tP if and only if:

(Def. 5) P(A∩B) = P(A) ·P(B).

Let us considerC. We say thatA, B andC are independent w.r.tP if and only if:

(Def. 6) P(A∩B∩C) = P(A) ·P(B) ·P(C) andP(A∩B) = P(A) ·P(B) andP(A∩C) = P(A) ·P(C)
andP(B∩C) = P(B) ·P(C).

3 The propositions (18) and (19) have been removed.
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We now state a number of propositions:

(31)4 A andB are independent w.r.tP iff B andA are independent w.r.tP.

(32) A, B andC are independent w.r.tP if and only if the following conditions are satisfied:

(i) P(A∩B∩C) = P(A) ·P(B) ·P(C),

(ii) A andB are independent w.r.tP,

(iii) B andC are independent w.r.tP, and

(iv) A andC are independent w.r.tP.

(33) If A, B andC are independent w.r.tP, thenB, A andC are independent w.r.tP.

(34) If A, B andC are independent w.r.tP, thenA, C andB are independent w.r.tP.

(35) For every eventE of S1 such thatE = /0 holdsA andE are independent w.r.tP.

(36) A andΩ(S1) are independent w.r.tP.

(37) For allA, B, P such thatA andB are independent w.r.tP holdsA andΩ(S1) \B are indepen-
dent w.r.tP.

(38) If A andB are independent w.r.tP, thenΩ(S1) \A andΩ(S1) \B are independent w.r.tP.

(39) Let givenA, B, C, P. SupposeA andB are independent w.r.tP andA andC are independent
w.r.t P andB missesC. ThenA andB∪C are independent w.r.tP.

(40) For allP, A, B such thatA andB are independent w.r.tP andP(A) < 1 andP(B) < 1 holds
P(A∪B) < 1.

Let us considerO1, S1, P, B. Let us assume that 0< P(B). The functor(P|B) yields a probability
onS1 and is defined as follows:

(Def. 7) For everyA holds(P|B)(A) = P(A∩B)
P(B) .

The following propositions are true:

(42)5 For allP, B, A such that 0< P(B) holdsP(A∩B) = (P|B)(A) ·P(B).

(43) For allP, A, B, C such that 0< P(A∩B) holdsP(A∩B∩C) = P(A) · (P|A)(B) · (P|(A∩
B))(C).

(44) For allP, A, B, C such thatC = Bc and 0< P(B) and 0< P(C) holdsP(A) = (P|B)(A) ·
P(B)+(P|C)(A) ·P(C).

(45) Let givenP, A, A2, A3, A4. SupposeA2 missesA3 andA4 = (A2∪A3)c and 0< P(A2) and
0 < P(A3) and 0< P(A4). ThenP(A) = (P|A2)(A) ·P(A2)+(P|A3)(A) ·P(A3)+(P|A4)(A) ·
P(A4).

(46) For allP, A, B such that 0< P(B) holds(P|B)(A) = P(A) iff A andB are independent w.r.t
P.

(47) For allP, A, B such that 0< P(B) andP(B) < 1 and(P|B)(A) = (P|(Ω(S1) \B))(A) holds
A andB are independent w.r.tP.

(48) For allP, A, B such that 0< P(B) holds (P(A)+P(B))−1
P(B) ≤ (P|B)(A).

(49) For allA, B, P such that 0< P(A) and 0< P(B) holds(P|B)(A) = (P|A)(B)·P(A)
P(B) .

4 The propositions (29) and (30) have been removed.
5 The proposition (41) has been removed.
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(50) Let givenB, A2, A3, P. Suppose 0< P(B) andA3 = A2
c and 0< P(A2) and 0< P(A3).

Then(P|B)(A2) = (P|A2)(B)·P(A2)
(P|A2)(B)·P(A2)+(P|A3)(B)·P(A3) and(P|B)(A3) = (P|A3)(B)·P(A3)

(P|A2)(B)·P(A2)+(P|A3)(B)·P(A3) .

(51) Let givenB, A2, A3, A4, P. Suppose 0< P(B) and 0< P(A2) and 0< P(A3) and 0< P(A4)
andA2 missesA3 andA4 = (A2∪A3)c. Then

(i) (P|B)(A2) = (P|A2)(B)·P(A2)
(P|A2)(B)·P(A2)+(P|A3)(B)·P(A3)+(P|A4)(B)·P(A4) ,

(ii) (P|B)(A3) = (P|A3)(B)·P(A3)
(P|A2)(B)·P(A2)+(P|A3)(B)·P(A3)+(P|A4)(B)·P(A4) , and

(iii) (P|B)(A4) = (P|A4)(B)·P(A4)
(P|A2)(B)·P(A2)+(P|A3)(B)·P(A3)+(P|A4)(B)·P(A4) .

(52) For allA, B, P such that 0< P(B) holds 1−
P(Ω(S1)\A)

P(B) ≤ (P|B)(A).
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